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Introduction
The severity of  clinical disease observed in humans during infection with many microorganisms appears 
to follow a Gaussian distribution. At each extremity is a minority that is either asymptomatic, or at risk 
of  death, while the majority survive the infection with a spectrum of  clinical severity. This type of  inter-
individual variability is evident in responses to infection with most microbes that have plagued mankind 
including Plasmodium, influenza, and Mycobacterium tuberculosis. Malaria remains a global public health 
threat, with an estimated 40% of  the population at risk and over 200 million clinical cases annually and it 
has an associated pattern of  disease severity that ranges from asymptomatic to death (1). Although almost 
one-third of  the world’s population is infected with Mycobacterium tuberculosis, only around 5% will progress 
to active disease in the absence of  predisposing conditions, with an ultimate mortality rate of  around 2% 
when untreated (2, 3). In the case of  viral infections, the 1918 Spanish influenza pandemic that resulted in 
approximately 50 million deaths had a mortality rate of  less than 10% in the most susceptible age groups, 
while the majority of  those apparently infected displayed a spectrum of  disease severity (4). This pattern 
of  interindividual variability has been recognized since the early 20th century when Charles Nicolle first 
established the idea of  inapparent infections (5, 6).

Understanding the mechanisms underlying this pattern of  interindividual variability would facilitate 
the development of  therapeutic interventions that could shift the curve, reducing disease burden and sav-
ing lives. Ultimately, the variability is shaped by the effectiveness of  the immune response (which is the 
complex combination of  many factors including environmental exposure and genetics) (7) and variability 
in the infecting microorganism.

In the case of  malaria, interpreting or understanding the diversity of  immune responses under con-
ditions of  natural exposure is difficult because initial exposure and subsequent reexposure initiates and 
amplifies the development of  host immunity, which contributes to a lessened disease severity. This is fur-
ther complicated by other confounders, such as parasite coinfections and genetic variability of  the host and 

Clinical responses to infection or vaccination and the development of effective immunity are 
characterized in humans by a marked interindividual variability. To gain an insight into the factors 
affecting this variability, we used a controlled human infection system to study early immune 
events following primary infection of healthy human volunteers with blood-stage Plasmodium 
falciparum malaria. By day 4 of infection, a dichotomous pattern of high or low expression of a 
defined set of microRNAs (miRs) emerged in volunteers that correlated with variation in parasite 
growth rate. Moreover, high-miR responders had higher numbers of activated CD4+ T cells, and 
developed significantly enhanced antimalarial antibody responses. Notably, a set of 17 miRs was 
identified in the whole blood of low-miR responders prior to infection that differentiated them from 
high-miR responders. These data implicate preexisting host factors as major determinants in the 
ability to effectively respond to primary malaria infection.
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the parasite. A body of  historical data from neurosyphilis patients treated with malaria therapy suggests 
that the interindividual variation in clinical responses observed in the field is also evident in more con-
trolled conditions (8, 9). Clinical observations in those studies, where the infection was allowed to follow 
its natural course, tended to correspond to observations in the field, where some people had relatively few 
symptoms, most people were ill but controlled the infection, and some were very seriously ill and required 
drug treatment (8). Qualitative and quantitative interindividual variability in innate immune responses, 
which correlated with parasitological responses and clinical outcomes, have also been reported in individu-
als experimentally infected with Plasmodium falciparum sporozoites (10).

In the study reported herein, we took advantage of  a highly controlled human blood-stage infection 
(CHMI) model utilizing the intravenous injection of  P. falciparum–parasitized erythrocytes into malaria-
naive volunteers followed by antimalarial chemotherapy (11). This model affords a unique opportunity to 
study the first molecular events occurring following primary exposure of  the human immune system to the 
Plasmodium parasite (12). Moreover, since the infecting dose and the nature of  parasite inoculum are highly 
controlled and consistent, the immune responses to infection can be compared among individuals to define 
interindividual variability in immunity and susceptibility to infection. Using this model, we examined early 
immune responses in malaria-naive human volunteers upon primary infection with P. falciparum blood-
stage parasites, with emphasis on the detection and nature of  response diversity. A principal objective was 
to examine microRNA (miR) expression profiles in volunteers before infection and at day 4 and day 7 of  
infection. miRs are emerging as important regulators of  the immune response: they are abundant short 
noncoding RNAs that provide posttranscriptional modulation of  gene expression by binding mRNA and 
blocking ribosomal translation and increasing mRNA degradation rate (13, 14). It is estimated they target 
approximately 60% of  all human genes with high promiscuity, where each miR may have many thousands 
of  different mRNA targets. They are recognized as important regulators of  biological processes including 
T cell– and B cell–mediated immune responses and other immune functions (13, 14). Studies of  natural 
infection with influenza, Mycobacterium tuberculosis, and HIV have suggested that miR profiling studies can 
identify biomarkers of  infection and predictors of  clinical outcome (15–18). However, the expression pro-
file of  host miRs during Plasmodium infection in humans has not yet been investigated and their ability to 
act as biomarkers for infection and/or immune control remains unknown.

Herein, we report the identification of  an unexpected dichotomy in the whole-blood miR expression 
profile of  CHMI volunteers as early as day 4 of  infection: approximately 50% of  individuals upregulated a 
set of  miRs involved in immune responses (high-miR responders), whereas the remaining volunteers down-
regulated these miRs (low-miR responders). Covariate analysis of  parasite growth rate and T cell activation 
over the first 7 days, or antibody responses at day 28 after infection, showed that the dichotomous nature 
of  the miR response is functionally reflected in the ability to control the parasite and to mount a protective 
immune response. Finally, categorizing volunteers into groups of  high- or low-miR responders, we identi-
fied a distinct pattern of  miR and mRNA expression evident in the blood of  low-responder volunteers 
prior to infection, suggesting that the response to infection was predetermined and may be predictable. 
Our results suggest that the ability to mount effective anti-Plasmodium immune responses may be relatively 
impaired in approximately 50% of  the naive population and that miR expression profiles are useful bio-
markers to understand and predict this impairment. This is, to our knowledge, the first report in any system 
of  a distinct dichotomy in cellular immune responses in humans and has important practical implications 
in understanding the nature of  interindividual variability in clinical responses to infection and vaccination 
and induction of  effective antipathogen immunity.

Results
Dichotomy in miR expression profile generated in humans following primary exposure to P. falciparum. To define 
specific host miRs expressed during the primary immune response to P. falciparum blood-stage infection 
in humans, we employed a targeted quantitative reverse transcription PCR (RT-qPCR) strategy on total 
RNA extracted from whole blood using the miScript miRNA PCR Array system to measure the expres-
sion of  84 miRs known to be associated with T cell and B cell activation. Whole-blood samples were 
collected from 14 randomly selected malaria-naive volunteers in 3 independent cohorts prior to and on 
day 4 and day 7 of  infection with P. falciparum–infected erythrocytes (demographics available in Sup-
plemental Table 1; supplemental material available online with this article; https://doi.org/10.1172/jci.
insight.93434DS1). Out of  the 84 miRs assessed, a set comprising 71 miRs was reproducibly detectable 
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and each of  the individual 71 miRs showed marked variation 
in fold-change expression in individual volunteers prior to 
and following infection (Figure 1A and Supplemental Table 
2). When compared with their expression levels prior to infec-
tion, approximately 50% of  volunteers upregulated almost all 
of  the 71 miRs included in the set following infection (high-
miR responders), while the remaining volunteers downregu-
lated most of  the miRs contained within the set (low-miR 
responders). Expression of  each of  the miRs in each volun-
teer was highly correlated between day 4 and day 7 of  infec-

tion (Figure 1B and Supplemental Table 2), suggesting that the miR expression pattern generated upon 
infection within each volunteer was stable in the peripheral circulation over time.

Early increases in expression of  a subset of  miRs following blood-stage infection associates with reduced parasite 
burden. To determine if  an association exists between miR expression and P. falciparum replication, we 
investigated the correlation between the miR expression profile following infection and the blood-stage 
parasite burden observed for each volunteer. Total parasite burden during the first 7 days of  infection was 
calculated as the area under the curve (AUC) based on the parasitemia as measured by qPCR from day 0 
to day 7 of  infection.

Of  the 71 miRs detected in the peripheral blood of  volunteers, there was a significant correlation 
between blood-stage parasite burden and the fold-change expression at either day 4 or day 7 of  infection, 
or both, for 16 miRs (Table 1). Importantly, all were negative correlations, suggesting that increased levels 
of  these miRs are associated with a reduction in parasite growth rate. In particular, the levels of  3 miRs 
(miR30e-5p, miR30c-5p, and miR15a-3p) observed at both day 4 and day 7 of  infection strongly inversely 
correlated with parasite burden (correlation coefficients r = –0.855 and r = –0.691 for miR30e-5p, r = 
–0.867 and r = –0.682 for miR30c-5p, r = –0.816 and r = –0.632 for miR15a-3p, at day 4 and day 7, respec-
tively; Table 1). When looking at Bonferroni-corrected P values, these 3 miRs were also the only miRs 
whose expression (at day 4 but not day 7 of  infection) was significantly inversely correlated with parasite 
burden (Table 1).

Correlation between the expression of  miR15a-3p, miR30c-5p, and miR30e-5p during infection and 
blood-stage parasite burden was validated using specific RT-qPCR assays for miR (Taqman). Expression of  
miR15a-3p, miR30c-5p, and miR30e-5p was measured in total RNA isolated from whole blood collected 
prior to infection, and at day 4 and day 7 of  infection, in the same 14 individuals assayed using the miScript 
miRNA PCR Arrays (as above) as well as an additional 7 individuals (two from Cohort 1, one from Cohort 
2, and four from an additional fourth Cohort), for a total of  21 volunteers from 4 independent cohorts 
(demographics available in Supplemental Table 1). These results validated the initial observations: for each 
of  the 21 volunteers, the average expression of  the 3 individual miRs at day 4 and day 7 of  infection was 
significantly inversely correlated with the overall parasite burden from day 0 to day 7 of  infection (Figure 
2A), as too was the average of  fold changes for the 3-miR signature (Figure 2B).

A 3-miR signature develops early during infection that distinguishes high- and low-miR responders. The 3-miR 
signature (miR15a-3p, miR30c-5p, and miR30e-5p) could successfully distinguish high-miR responders 
and low-miR responders: high-miR responders had an average fold change in expression of  miR15a-3p, 

Figure 1. Whole-blood miR expression profile in malaria-naive 
human volunteers experimentally infected with blood-stage P. fal-
ciparum. Whole blood was collected prior to, and on days 4 and 7 of 
infection in PAXgene blood RNA tubes. Relative quantification of 71 
miRs involved in T cell and B cell activation detected at day 4 (d4) and 
day 7 (d7) of infection (compared to day 0) was determined by RT-
qPCR using human T cell and B cell activation miScript miRNA PCR 
arrays (Qiagen) and the ddCt method. (A) Heatmaps representing the 
fold change in miR expression at d4 and d7 of infection relative to d0 
for each miR across 14 volunteers from 3 independent cohorts. miRs 
were sorted according to their order within the miScript PCR array 
layout. (B) Correlation for each volunteer between the sum of fold 
changes for each of the 71 miRs’ expression at d4 or d7 after infection 
(relative to d0), determined using Pearson’s correlation test.
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miR30c-5p, and miR30e-5p greater than 1.5 (n = 11 volunteers; average fold-change expression of  5.9, 2.6, 
and 3.7 for miR15a-3p, miR30c-5p, and miR30e-5p, respectively); and low miR responders had an overall 
fold change in miR expression less than or equal to 1 (n = 9 volunteers; average fold-change expression of  
0.79, 0.78, and 0.81 for miR15a-3p, miR30c-5p, and miR30e-5p, respectively) (Figure 2C). One volunteer 
whose overall fold change was between 1 and 1.5 was not classified as a high- or low-miR responder, and 
was therefore excluded from subsequent analysis. Thus, in this model, the levels of  miR15a-3p, miR30c-5p, 
and miR30e-5p in the peripheral blood constitute a 3-miR biomarker that associates with ability to control 
blood-stage parasite growth.

High-miR responders have increased numbers of  activated CD4+ T cells during infection. Next, we investigated 
whether high- and low-miR responders could be distinguished on the basis of  the quality and frequency of  
T cells and B cells circulating in the peripheral blood during infection. Firstly, no differences were evident 
in the total white blood cell count when comparing the high- and low-miR responder groups either at day 
0 or day 7 of  infection; however, high-miR responders (but not low-miR responders) displayed a significant 
reduction in the total lymphocyte count from day 0 to day 7 of  infection (Figure 3A). Cell subsets were 
further assessed by flow cytometry. Changes in the total CD4+ T cell, CD8+ T cell, and CD19+ B cell counts 
from day 0 to day 7 of  infection positively correlated with parasite burden and inversely correlated with 
miR expression (Figure 3B), although only the correlation between miR expression and changes in CD4+ 
T cell counts was statistically significant (Spearman’s test). This is consistent with sequestration of  these 
cells from the peripheral circulation into tissues. T and B cells expressing the early activation marker CD69 
increased numerically from day 0 to day 7 of  infection for both the low- and high-miR responder groups, 
but with a higher magnitude in the latter group (Figure 3C). More notably, high-miR responders displayed 
an increase in the number of  CD4+ T cells coexpressing the activation/proliferation markers CD38 and 
Ki67 that was not evident for CD8+ T cells or B cells or for the low-miR responders (Figure 3D). Thus, 
although high-miR responders have an apparent reduction in peripheral lymphocyte numbers, they have a 
specific increase in the number of  circulating activated CD4+ T cells. These findings are consistent with our 
recent study reporting significant association between the expansion of  CD38+ CD4+ T cells and reduced 
parasite burden in the P. falciparum CHMI model (19).

High-miR responders mount a more robust anti–P. falciparum antibody response characterized by increased 
cytophilic subclass induction. Having determined that high-miR responders appear to mount a stronger 
CD4+ T cell–mediated immune response during P. falciparum infection, we next assessed whether high- 

Table 1. Correlation between parasite burden and the relative miR expression at day 4 and day 7 of infection with blood-stage  
P. falciparum in malaria-naive volunteers

Day 4 Day 7

Pearson r
P value

Pearson r
P value

Raw BonA Raw BonA

hsa-miR-30c-5p –0.87 < 0.0001 0.007 –0.71 0.0047 0.29
hsa-miR-30e-5p –0.86 < 0.0001 0.007 –0.65 0.013 0.79
hsa-miR-15a-3p –0.82 0.0004 0.03 –0.69 0.006 0.37
hsa-miR-92a-3p –0.81 0.001 0.07 –0.30 0.30 1
hsa-miR-125b-5p –0.69 0.013 0.92 –0.25 0.44 1
hsa-miR-30d-5p –0.67 0.008 0.57 –0.38 0.18 1
hsa-miR-26a-5p –0.67 0.009 0.64 –0.12 0.69 1
hsa-miR-27a-3p –0.66 0.019 1 –0.76 0.007 0.43
hsa-miR-15a-5p –0.62 0.024 1 –0.68 0.011 0.67
hsa-miR-342-3p –0.61 0.022 1 –0.06 0.83 1
hsa-miR-181b-5p –0.60 0.03 1 –0.11 0.72 1
hsa-miR-182-5p –0.56 0.036 1 –0.19 0.51 1
hsa-miR-30b-5p –0.56 0.048 1 –0.10 0.76 1
hsa-miR-191-5p –0.53 0.05 1 –0.09 0.75 1
hsa-miR-16-5p –0.50 0.071 1 –0.66 0.01 0.61
hsa-miR-331-3p –0.39 0.17 1 –0.54 0.04 1
ABonferroni-corrected P value.
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and low-miR responders differ with regard to the acquisition of  antibody responses after infection. 
Antibodies are thought to mediate protection against blood-stage malaria by inhibiting merozoite inva-
sion of  erythrocytes and by enhancing opsonic phagocytosis of  exoerythrocytic merozoites (reviewed 
in ref. 20). In particular, cytophilic subclass antibodies (IgG1 and IgG3) against merozoite surface 
protein 1 (MSP1) and MSP2, the 2 most abundant merozoite antigens (21), have been associated with 
protection from malaria in longitudinal cohort studies in children in malaria endemic regions (22–24). 
Accordingly, we assessed parasite-specific and antigen-specific antibody responses in our cohort of  vol-
unteers to ascertain if  differences existed between the responses elicited in high-miR responders when 
compared with low responders.

A significant increase in IgG antibody titer against total blood-stage parasite extract was detected 
28 days following infection in the plasma of  high-miR responders but not low-miR responders (Figure 
4A). Enhanced IgG antibody responses specific to Plasmodium merozoite proteins MSP1-42 (42-kDa frag-
ment of  MSP1) and MSP2 were also observed in the high-miR responders (Figure 4B). For MSP2 anti-
body responses, there was sufficient induction of  IgG antibodies to analyze the subclass composition 
of  the response. For the low-miR responders, there was induction of  IgG1, IgG2, and IgG4 antibod-
ies, but not IgG3 responses. For high-miR responders, all subclasses, including IgG3 antibodies were 
induced (Figure 4C), and the fold change of  induction was significantly greater for IgG1 and IgG3 in the 
high-miR responders (Figure 4D). We also assessed the breadth of  the antibody response by measuring 
the induction of  IgM antibodies against a panel of  merozoite surface antigens. When compared with  

Figure 2. Expression of miR15a-3p, miR30c-5p, and miR30e-5p during P. falciparum blood-stage infection inversely correlates with parasite 
burden. Whole blood was collected prior to, and on days 4 and 7 of infection into PAXgene blood RNA tubes. Relative quantification of miR15a-3p, 
miR30c-5p, and miR30e-5p at day 4 (d4) and day 7 (d7) of infection (compared with day 0) was determined by RT-qPCR using Taqman microRNA 
assays and the ddCt method. Total parasite burden during the first 7 days of infection was defined as the AUC of the log-transformed parasite levels 
measured using a consensus P. falciparum qPCR assay from day 0 to day 7 of infection. Correlation between parasite burden and the relative average 
expression of miR15a-3p, miR30c-5p, and miR30e5p (A) at day 4 or day 7 of infection or (B) the average of fold changes for miR15a-3p, miR30c-5p, 
and miR30e-5p (miR signature). Parasite burden and miR expression datasets were log transformed for graphic representation and linear regression 
analysis. (C) Volunteers were classified as low-miR responders (n = 9 volunteers, average fold change ≤ 1) or high-miR responders (n = 11 volunteers, 
average fold change ≥ 1.5) according to the combined relative expression of miR15a-3p, miR30c-5p, and miR30e-5p at day 4 and day 7 of infection. 
One volunteer whose overall fold change was between 1 and 1.5 was not classified as a high- or low-miR responder, and was therefore excluded. 
Graphs show data from 21 volunteers (each depicted as a colored square across the x axis) from 4 independent cohorts.
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low-miR responders, high-miR responders increased the induction of  IgM antibodies against MSP1, 
MSP2, MSP4, and MSP5 (Figure 4E).

These observations show that high-miR responders mount a more robust and broader antibody 
response than low-miR responders, and this response has been associated in several studies with protec-
tion against malaria. It is unlikely that these antibody responses (observed at 28 days after infection, 21 
days after drug cure) would be responsible for the early control of  parasite burden up to day 7, but our 
data do suggest that high-miR responders may become immune to clinical disease more rapidly than low 
responders. In line with this hypothesis, we found significant positive correlations between the frequency 
of  activated CD69+ CD4+ T cells at day 7 of  infection and antigen-specific antibody responses at day 28 
of  infection for high-miR responders, but not for low-miR responders (Table 2).

mRNA expression further defines high- and low-miR responders before and during infection. Above, we 
defined high- and low-miR responders based on early changes in miR expression observed prior to and on 
day 4 or day 7 of  infection. One of  the principal mechanisms by which miR exerts its activity is to bind 
and destabilize mRNA, inducing increased degradation (13). Hence, we reasoned that mRNA levels may 
be differentially affected between high- and low-miR responders. Accordingly, we utilized the NanoString 
technology platform to assess the mRNA expression levels of  135 genes known to be associated with T 
and B cell function in whole-blood samples taken from randomly selected 6 high-responder, and 6 low-
responder volunteers, prior to (day 0) and on day 7 of  infection.

Table 2. Correlation between cellular and humoral immune responses in high- and low-miR responders

High-miR responders
CD4+ T cells CD38+Ki67+ d0–d7 CD4+ T cells CD69+ d0–d7 CD8+ T cells CD69+ d0–d7 CD19+ B cells CD69+ d0–d7

Protein Ig subclass Spearman r P value Spearman r P value Spearman r P value Spearman r P value
MSP1 IgM 0.01 >0.9999 0.83 0.005 0.47 0.18 0.73 0.02
MSP1-42 IgG 0.31 0.39 0.50 0.14 0.22 0.54 0.42 0.23
MSP2 IgG –0.10 0.79 0.71 0.03 0.44 0.20 0.50 0.14

IgG1 –0.50 0.14 0.73 0.02 0.56 0.10 0.56 0.10
IgG2 0.02 0.97 0.81 0.01 0.48 0.17 0.62 0.06
IgG3 –0.10 0.79 0.75 0.02 0.30 0.41 0.61 0.07
IgG4 –0.27 0.45 0.67 0.04 0.47 0.18 0.76 0.01
IgM –0.10 0.79 0.85 0.003 0.52 0.13 0.75 0.02

MSP3 IgM 0.37 0.30 0.45 0.19 0.16 0.66 0.22 0.54
MSP4 IgM 0.20 0.58 0.49 0.15 0.48 0.17 0.28 0.43
MSP5 IgM 0.44 0.20 0.49 0.15 0.38 0.28 0.36 0.31
MSP6 IgM 0.14 0.71 0.56 0.10 0.35 0.33 0.30 0.41
PfSE PfSE 0.07 0.87 0.44 0.20 0.14 0.71 0.31 0.39

Low-miR responders
CD4+ T cells CD38+Ki67+ d0–d7 CD4+ T cells CD69+ d0–d7 CD8+ T cells CD69+ d0–d7 CD19+ B cells CD69+ d0–d7

Protein Ig subclass Spearman r P value Spearman r P value Spearman r P value Spearman r P value
MSP1 IgM 0.65 0.07 –0.23 0.55 –0.28 0.46 –0.37 0.34
MSP1-42 IgG 0.20 0.61 –0.10 0.81 –0.13 0.74 –0.25 0.52
MSP2 IgG 0.50 0.18 –0.13 0.74 –0.22 0.58 –0.32 0.41

IgG1 0.10 0.81 –0.25 0.52 –0.27 0.49 –0.38 0.31
IgG2 0.37 0.34 –0.10 0.81 –0.15 0.71 –0.22 0.58
IgG3 0.22 0.58 –0.48 0.19 –0.53 0.15 –0.62 0.09
IgG4 0.28 0.46 –0.10 0.81 –0.20 0.61 –0.30 0.44
IgM 0.32 0.41 –0.05 0.91 –0.17 0.68 –0.28 0.46

MSP3 IgM 0.20 0.61 0.47 0.21 0.50 0.18 0.42 0.27
MSP4 IgM 0.35 0.36 0.17 0.68 0.08 0.84 –0.05 0.91
MSP5 IgM 0.13 0.74 0.48 0.19 0.42 0.27 0.37 0.34
MSP6 IgM 0.47 0.21 –0.02 0.98 –0.10 0.81 –0.23 0.55
PfSE PfSE 0.13 0.74 –0.20 0.61 –0.27 0.49 –0.38 0.31

MSP, merozoite surface protein; PfSE, P. falciparum schizont extract.
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Figure 3. Increased CD4+ T cell responses in high-miR responders between day 0 and day 7 of infection. Whole blood was collected prior to (d0), and on 
day 7 of infection (d7) from individuals classified as low-miR responders (n = 9) or high-miR responders (n = 11) as detailed in Figure 2C. (A) White blood 
cell (WBC) and lymphocyte counts determined on the day of collection by automated cell counter. (B) Correlation of CD4+, CD8+, and CD19+ cell counts 
in peripheral blood (determined by flow cytometry) and parasite burden over first 7 days of infection (left axis, square symbols), or the average (Avg) of 
fold changes (FC) for miR15a-3p, miR30c-5p, and miR30e-5p from d0 to d7 of infection (average miR, right axis, round symbols) (Spearman’s correla-
tion). The number of CD4+, CD8+, and CD19+ cells expressing CD69 (C), or coexpressing Ki67 and CD38 was determined directly ex vivo from whole-blood 
samples by flow cytometry. In A, C, and D the differences between D0 and D7 in low-miR responders or high-miR responders were determined using the 
nonparametric paired Wilcoxon test; the comparison between the high- and low-responder groups on D0 or on D7 was determined using nonparametric 
Mann-Whitney test. *P < 0.05; **P < 0.01. Graphs show the data for 20 volunteers from 4 independent cohorts. ns, not significant.
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Prior to infection, 17 of  the 135 genes were significantly differentially expressed between the high- and 
low-responder groups (Mann-Whitney test, raw P value < 0.05), although none of  the Bonferroni-corrected 
P values reached significance. In all cases, mRNA expression was greater in the low-responder group prior 
to infection when compared with the high-responder group (Figure 5A, top 6 differentially expressed genes 
by raw P value; and Table 3, all differentially expressed genes). By day 7 of  infection, only 1 gene remained 
significantly differentially expressed (IL7R), although in many cases the trend remained.

Next, we performed a paired analysis for the set of  135 genes, comparing mRNA expression levels 
in each volunteer from day 0 to day 7. In the low-responder group, 15 genes were significantly regulated 
between day 0 and day 7 and in all cases the mRNA was downregulated (Wilcoxon test, raw P value < 0.05) 
(Figure 5B and Table 4). This included only 2 genes that were differentially expressed between the groups 
prior to infection (CD226 and CD96) (compare Tables 3 and 4). In contrast, 13 genes were significantly 
regulated in the high-responder group, 11 of  which were upregulated from day 0 to day 7 (Figure 5C and 

Table 3. Differentially expressed mRNAs 
between high- and low-miR responder groups

Significant differences at day 0
Gene P value Log2 ratio

Raw BonA

CD27 0.009 0.94 0.77
CCR7 0.009 0.94 0.74
CD28 0.009 0.94 0.60

CD226 0.009 0.94 0.55
ITK 0.009 0.94 0.49
LCK 0.009 0.94 0.38

CD40LG 0.015 1 0.67
IL7R 0.015 1 0.59

RUNX1 0.026 1 0.67
SOCS5 0.026 1 0.52
ICOS 0.026 1 0.45
CD4 0.041 1 0.77
IRF4 0.041 1 0.57
IL2Ra 0.041 1 0.57
ITGA4 0.041 1 0.47
CD96 0.041 1 0.46
S1PR1 0.041 1 0.45

Significant differences at day 7
Gene P value Log2 ratio

Raw BonA

IL7R 0.026 1 0.467
ABonferroni-corrected P value. mRNA expression in 
whole blood was determined for a set of 135 genes 
using NanoString in 12 volunteers taken prior to (d0), 
and on day 7s (d7) of infection the from high- and 
low-miR responder groups. All differentially expressed 
genes (Mann-Whitney test).
 

Table 4. Differentially expressed mRNAs 
between d0 and d7 of infection

Significant paired differences d0–d7 low-miR 
responders

Gene P value Log2 ratio
Raw BonA

GFI1 0.031 1 –0.51
TBX21 0.031 1 –0.49
CD160 0.031 1 –0.46
PRF1 0.031 1 –0.42
GNLY 0.031 1 –0.40
GZMH 0.031 1 –0.40
KLRG1 0.031 1 –0.26
MAF 0.031 1 –0.22
CCL5 0.031 1 –0.20
CD96 0.031 1 –0.18

IL27RA 0.031 1 –0.17
IL2RB 0.031 1 –0.17

NFATC2 0.031 1 –0.15
CD226 0.03 1 –0.14
IL32 0.031 1 –0.12

Significant paired differences d0–d7 high-miR 
responders

Gene P value Log2 ratio
Raw BonA

FAS 0.031 1 0.82
JAK2 0.031 1 0.78

STAT5A 0.031 1 0.59
JAK3 0.031 1 0.58

RUNX1 0.031 1 0.56
TGFB1 0.031 1 0.54

STAT5B 0.031 1 0.53
MAF 0.031 1 0.49

IL2RA 0.031 1 0.39
IL21R 0.031 1 0.34

CD40LG 0.031 1 0.31
KLRB1 0.031 1 –0.53
GZMA 0.031 1 –0.53

ABonferroni-corrected P value. Paired analysis of 
changes in mRNA expression for individuals classified 
as low- or high-miR responders between d0 and d7 of 
infection (Wilcoxon test, n = 6 subjects/group).
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Table 4) and included 2 genes that were differentially expressed prior to infection (IL2RA and RUNX1). 
Thus, low- and high-miR responders have distinct patterns of  differential gene expression prior to infection.

Of  the 17 mRNAs significantly upregulated in the low-responder group prior to infection, 11 are pre-
dicted targets for at least one of  the miRs in our 3-miR signature (miR15a-3p, miR30c-5p, and miR30e-5p) 
(microRNA.org, Good mirSVR score, Conserved miR). A comparison of  the expression levels of  the 3-sig-
nature miRs and the 17 mRNAs significantly upregulated prior to infection revealed a positive correlation 
in all cases, reaching statistical significance for 73% (37 of  51) of  the correlations (P < 0.05, Spearman 
correlation). By day 7 of  infection 79% of  correlations were negative, with only 10% reaching statistical sig-
nificance (Table 5 list of  correlation analysis; Figure 6 sample graphical correlation for 3 mRNAs predicted 
as targets for miR15a-3p, miR-30c, and miR-30e).

Taken together, these data suggest that low- and high-miR responders can be distinguished prior to 
infection by the expression of  a signature pattern of  miR and mRNA in their peripheral blood.

Figure 4. The anti-Plasmodium antibody response is more robust in high-miR responders. IgG antibody titers specific to (A) P. falciparum schizont 
extract (PfSE) or (B) MSP1-42 (42-kDa fragment of merozoite surface 1 [MSP1]) and MSP2 P. falciparum proteins were determined using an ELISA assay 
in plasma samples collected prior to infection and 28 ± 3 days after the day of infection. (C) IgG subclass responses (IgG1, IgG2, IgG3, and IgG4) were 
determined for MSP2. (D) Fold-change induction between d0 and d28 in antibody titers was calculated for each subclass against MSP2 and was compared 
between low- and high-miR responders. (E) IgM fold-change induction between d0 and d28 in response to MSP1, MSP2, MSP3, MSP4, MSP5, and MSP6 
was compared between low- and high-miR responders. Data were assessed for significance by nonparametric paired Wilcoxon test (A–C) or nonparametric 
Mann-Whitney test (D and E). Box-and-whisker plots: boxes show 25th to 75th percentiles, whiskers extend to all data, line within box shows median; low-
miR responders n = 9, high-miR responders n = 10. *P < 0.05; **P < 0.01. ns, not significant.
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Figure 5. mRNA expression defines low- and high-miR responder groups prior to and during infection. mRNA expression in whole blood was determined for 
a set of 135 genes using NanoString in 12 volunteers taken prior to (d0), and on day 7 (d7) of infection the from high- and low-miR responder groups. (A) The top 
6 differentially expressed genes between the low- and high-miR responders groups by P value (Mann-Whitney test, mean and SD are indicated). Paired analysis 
of changes in mRNA expression for individuals between d0 and d7 of infection (Wilcoxon test), (B) the top 6 regulated genes for the low-miR responders and (C) 
for the high-miR responders (by P value). *P < 0.05; **P < 0.01. ns, not significant.
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Discussion
Herein, we utilized a controlled human malaria infection to assess immune responses in otherwise healthy 
malaria-naive volunteers experimentally infected with P. falciparum. We used targeted miR profiling to 
measure the expression of  84 miRs known to be associated with T cell and B cell activation and identified 
a subset of  71 reproducibly detected prior to and during infection. When we compared miR expression 
levels in individuals prior to and during infection, we found a distinct dichotomy across all volunteers: 
approximately 50% upregulated the expression of  these miRs (high-miR responders), whereas the remain-
ing volunteers displayed no change or downregulated the set of  miRs (low-miR responders). From this set 
of  71 miRs, we were able to define a 3-miR signature (miR15a-3p, miR30c-5p, and miR30e-5p) that distin-
guished high-miR responders from low-miR responders.

Using linear regression analysis, we identified a significant inverse relationship between the miR 
responses and parasite growth within the volunteers over the first 7 days of  infection. High-miR respond-
ers had lower parasite burden, while low-miR responders had higher parasite burden; thus, the high-miR 
responders were better able to control the growth of  the P. falciparum parasite during primary infection. 
Of  note, our parasite burden measurement was based on the area under the parasite concentration curve 
from the first 7 days of  infection, assuming that all cohorts received the same starting inoculum concen-
tration. We found that the distribution of  the volunteers into high- and low-miR responders was cohort 
independent, excluding the idea that this dichotomy was driven by a parasite inoculum effect. Nevertheless, 
the influence of  the parasite infective dose on interindividual variability in immune response to infection 
remains to be addressed.

Concordant with the negative association with parasite burden, compared with low-miR responders, 
high-miR responders displayed increased numbers of  recently activated and proliferating CD4+ T cells 
in their peripheral blood over the first 7 days of  infection. Further supporting this dichotomy, high-miR 
responders (but not low-miR responders) displayed significant increases in IgG antibody titer against total 
blood-stage parasite extract in their plasma 28 days after infection. A more comprehensive investigation of  
the antibody response showed that high-miR responders had significantly increased IgG1, IgG3, and IgM 
anti-merozoite responses compared with low responders. These observations are important, as IgG1 and 
IgG3 are cytophilic antibody subclasses that function against merozoite antigens by fixing complement to 
the merozoite surface, inhibiting invasion (25) and enhancing opsonic phagocytosis (26). Moreover, cyto-
philic subclass antibodies (IgG1 and IgG3) against MSP1 and MSP2 have been associated with protection 
from malaria in longitudinal cohort studies in children (23, 24, 27). These data demonstrate that high-
miR responders showed lower parasite growth rates during the first week of  infection and were immuno-
logically more reactive to infection, with enhanced effector T cell and antibody responses. Taken together, 
our observations suggest that high-miR responders are likely to become immune to symptomatic disease 
more rapidly than the low responders. The association between cellular and humoral immune responses 
was further established with the observation that only high-miR responders exhibited significant positive 
correlation between activated CD69+ CD4+ T cells and antigen-specific antibody responses. Interestingly, 
correlations are primarily for antigen MSP2 (and for 1 of  2 MSP1 proteins), but not for the other antigens 
MSP3, MSP4, MSP5, or MSP6. It is known that MSP1 and MSP2 are more prominent components of  the 
initial response to malaria infection, and are generated after low levels of  exposure, whereas other antigens 
require more exposure (28). An alternative explanation may be that MSP2 responses, particularly MSP2-
specific IgG responses, are due to germinal center responses, rather than extrafollicular response of  the 
other IgM responses against the other MSP antigens (29).

We further investigated the miR dichotomy by evaluating the expression of  135 genes associated with 
effector immune responses, and identified a set of  17 genes whose expression was significantly increased 
prior to infection in the low-miR responder group when compared with the high responders. Over the first 
7 days of  infection, all of  these significant differences were lost (except for 1 gene) and paired analysis of  
whole-blood mRNA from day 0 to day 7 of  infection confirmed that low-miR responders downregulated 
mRNAs, while high responders tended to upregulate mRNAs. Although none of  the statistical analyses 
resulted in significant Bonferroni-corrected P values, a large proportion (11 out of  17) of  the differentially 
expressed genes between low- and high-miR responders at day 0 are predicted targets for at least one of  
the miRs in our 3-miR signature, suggesting these miR/mRNA associations are more the result of  a global 
shift in immune status between individuals rather than being driven by 1 or 2 particular genes. Addition-
ally, the pattern of  gene expression observed in low responders prior to infection, including increased 
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Table 5. Correlation of miR and mRNA expression levels. Expression levels of the 3-miR signature (miR15a-3p, miR30c-5p, and miR30e-5p) 
and the set of mRNAs shown to be significantly regulated between the high- and low-miR responder groups prior to infection (above in 
Table 2) were correlated at d0 and d7 (Spearman correlation, 6 volunteers from each of the high- and low-responder groups)

day 0 day 7
miR-15a-3p miR-30c-5p miR-30e-5p miR-15a-3p miR-30c-5p miR-30e-5p

CCR7 1/slope 1.27 1.82 1.31 12.77 –2.56 –2.28
P A ns ns ns A ns

target
CD226 1/slope 1.15 1.64 1.07 –1.70 –2.48 –2.18

P ns ns ns ns ns ns
target

CD27 1/slope 0.81 1.18 0.96 9.26 –2.67 –1.78
P B A A ns ns ns

target
CD28 1/slope 1.08 1.43 1.02 –3.63 –1.21 –0.71

P A ns A ns A ns
target √ √

CD4 1/slope 1.08 1.52 1.62 –62.9 –5.09 –2.92
P A A B ns ns ns

target √ √
CD40LG 1/slope 1.09 1.29 0.94 –19.77 –1.83 –1.76

P A A B ns ns ns
target

CD96 1/slope 0.99 1.08 0.90 –3.62 –2.07 –1.11
P A A A ns ns ns

target √ √ √ √
ICOS 1/slope 2.17 2.41 1.17 –0.94 –0.91 –0.82

P A ns ns ns A A

target √ √
IL2RA 1/slope 1.07 1.88 1.13 3.00 3.95 3.23

P A ns A ns ns ns
target √ √ √ √

IL7R 1/slope 1.18 1.91 1.61 1.77 –10.4 –2.37
P A ns ns ns ns ns

target
IRF4 1/slope 0.95 1.21 0.96 4.26 5.48 10.14

P A A B ns ns ns
target √ √ √ √ √ √

ITGA4 1/slope 1.06 1.17 0.81 –3.99 –21.39 –57.80
P A A B ns ns ns

target √ √
ITK 1/slope 0.92 1.11 0.83 2.77 –2.32 –1.27

P A ns A ns ns ns
target √ √ √ √ √ √

LCK 1/slope 0.75 0.79 0.63 –2.03 –1.61 –1.06
P C B B ns A ns

target
RUNX1 1/slope 0.99 1.30 0.98 –4.56 28.58 2.45

P A A A ns ns ns
target √ √ √ √ √ √

S1PR1 1/slope 0.72 0.84 0.67 5.89 –3.59 –2.03
P B B B ns ns ns

target √ √
SOCS5 1/slope 1.03 1.14 0.70 –1.50 –2.08 –1.87

P A ns A ns ns ns
target √ √

The slope and P value of the correlation for each mRNA and miR, and whether the mRNA is a predicted target for the miR is shown (√). AP < 0.05. BP < 0.01. 
CP < 0.001. ns, not significant.
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CD27, CCR7, CD28, CD40LG, and IL7R, stands out as a hallmark signature of  naive CD4+ T cells. 
Taken together, these results suggest that high responders may have been at a heightened immune state 
(with more activated memory CD4+ T cells over naive CD4+ T cells) prior to infection.

Our results are unexpected and our interpretation in the context of  interindividual variability is that 
the Gaussian spread of  responses to infection comprises 2 major groups (high- and low-miR responders), 
meaning that the major determinates are binary and not a continuum. To the best of  our knowledge, this is 
the first such observation of  a dichotomy in human immune response to infection. Moreover, most of  the 
covariables we measured (parasite growth rate, cellular responses, and antibody response) would appear 
independently as normally distributed and would be measured in terms of  increases from pre- to postin-
fection. However, the binary nature of  the miR response (with either increasing or decreasing expression) 
allows us to view our dataset in a manner which would otherwise not be apparent.

Interindividual variability in the human response to infection with microbes is a phenomenon first 
recognized over a century ago. Although several lines of  evidence provided the foundation for the idea, 
the work of  Charles Nicolle and his report of  inapparent infections provided the first solid evidence (5, 
6). Today, the existence of  interindividual variability and the notion that the underlying mechanisms 
comprise the sum of  many factors such as individual differences in human genotype, past exposure, 
concurrent infections, and nutritional status; as well as variability in the genotype and dose of  the 
infecting microbe are widely accepted (7). The net result of  these factors is observed at the population 
level as a spectrum of  disease states following infection with a given organism. The spectrum of  disease 
often follows a Gaussian distribution where the majority may be mildly ill, while a small number will 
show no clinical symptoms and some will die. Understanding the mechanisms of  interindividual vari-
ability in humans is of  great interest because it could allow targeted strategies to help those at greater 

Figure 6. Strong positive correlations are evident for circulating miRs and mRNAs prior to infection. Expression levels of our 3-miR signature (miR15a-3p 
[green], miR30c-5p [blue], and miR30e-5p [pink]) and the set of mRNAs shown to be significantly regulated between the high- and low-miR responder groups 
prior to infection (above in Figure 5) were correlated at day 0 (d0) and d7 (Spearman correlation, 6 volunteers from each of the high- and low-responder groups). 
Graphical representation of correlations of 3 selected mRNAs predicted as targets for the 3-miR signature are shown. *P < 0.05; **P < 0.01. ns, not significant.
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risk of  serious illness or death. Nevertheless, it remains technically difficult to gain this understanding, 
partly due to the multifactorial underpinnings mentioned above, but also due to the technical and ethi-
cal constraints of  performing scientific experiments in humans.

In the case of  malaria, the clinical outcomes following Plasmodium infection are characteristically 
diverse and fit this pattern of  interindividual variability. For naturally exposed individuals, dramatic varia-
tions in disease severity are observed, where symptoms range from very mild to rapid death. This diver-
sity also applies to the rate at which individuals gain clinical immunity. Understanding how responses to 
Plasmodium infection develop is complex, and most observations of  human immune responses to Plasmo-
dium have been made in subjects from endemic areas, where previous exposure, infective dose, developing 
immunity, genetic variability of  parasite and host, and parasitic coinfections are ever-present confounders. 
Models of  controlled human malaria infection provide a unique opportunity to investigate the development 
of  primary immune responses to Plasmodium infection in a highly controlled setting, where many of  the 
potential confounders can be excluded.

The existence of  a strong dichotomy in the development of  immunity to blood-stage Plasmodium 
infection revealed by our controlled human malaria infection study has important practical implica-
tions. Indeed, our data suggest that approximately 50% of  a malaria-naive population will mount 
an impaired immune response following infection with Plasmodium. This may explain the diversity 
and difficulties associated with naturally acquired immunity, as well as the demonstrated variable 
efficacy of  malaria vaccines in clinical trials (30). Interestingly, the reported efficacy of  the leading 
malaria vaccine, RTS,S, in phase 2a studies in malaria-naive volunteers was typically 40% to 60% 
(31) and in phase 3 evaluation in children aged 5 to 17 months at first vaccination was 55.1% (32). 
We acknowledge that extrapolation of  our findings and proving a dichotomous predisposition will 
be difficult in naturally exposed populations, as immune responses are cumulative and influenced by 
age, genetics, and coinfections. Furthermore, in CHMI studies, although many confounders can be 
accounted for, the clinical outcomes and development of  immunity that would have eventuated had 
the infection been allowed to continue without drug treatment remain unknown; however, this could 
be partly addressed in future studies by a reinfection challenge of  previously infected subjects. The use 
of  controlled infection studies and studies of  human responses to vaccination (33) coupled with recent 
advances in the field of  systems biology (34) provides unique and valuable opportunities to dissect 
host-pathogen responses at an unprecedented level of  detail to inform our understanding of  human 
immunity and vaccine responsiveness.

In conclusion, we reveal the existence of  a strong dichotomy in host immunity associated with the 
control of  blood-stage malaria following primary exposure of  malaria-naive human subjects. Individu-
als with increased expression of  a defined 3-miR signature generated a higher frequency of  activated 
and proliferating T cells and were better able to control parasite growth during infection, and developed 
a broader, more robust antibody response that was characterized by induction of  cytophilic subclasses. 
These dichotomous responses were evident as early as day 4 of  infection. Overall, our results suggest a 
predisposition in the ability of  malaria-naive humans to develop effective immunity to malaria. These 
findings have important implications for vaccine development and for understanding the mechanisms 
driving interindividual variability in immune responses to malaria and other pathogens. Moreover, 
miRs and/or mRNA signatures that can effectively discriminate between high- and low-miR respond-
ers prior to infection would represent excellent biomarkers to predict vaccine nonresponsiveness and 
identify at-risk groups.

Methods
Sample collection and processing. Inoculum preparation, volunteer recruitment, infection, monitoring, and 
treatment were performed as described previously (11). In brief, healthy malaria-naive individuals under-
went induced blood-stage malaria inoculation with 1,800 viable P. falciparum 3D7–parasitized erythro-
cytes, and parasite levels were measured at least daily by qPCR (see below) and treated with antima-
larial drugs at day 7 or 8 of  infection. Blood samples from 21 volunteers (from 4 independent cohorts) 
were collected prior to infection, 4 days, 7 days, and 28 ± 3 days after inoculation. Whole blood was 
collected in lithium heparin Vacutainers (BD Biosciences) for flow cytometric analysis and peripheral 
blood mononuclear cell (PBMC) isolation or in PAXgene blood RNA tubes (BD Biosciences) for RNA 
analysis. Plasma was collected from the lithium heparin whole-blood samples according to standard 
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procedures, snap frozen in dry ice, and stored at –70°C. PBMCs were isolated from whole blood using 
Ficoll (Sigma-Aldrich) and cryopreserved in liquid nitrogen in 50% DMSO, 40% RPMI, and 10% FCS 
according to standard procedures. A summary of  subjects and cohorts used for the different assays is 
provided in Supplemental Table 3.

Determination of  kinetics of  parasitemia and parasite growth. Parasite levels over the time course of  infec-
tion were determined using a consensus P. falciparum species-specific qPCR assay, as described previously 
(35). Parasite levels were measured once daily from day of  infection and then twice daily once PCR-posi-
tive until treatment on day 7 or day 8. All samples were batch tested in triplicate. The total parasite burden 
over the first 7 days of  infection was defined as the AUC of  the log-transformed parasite levels measured 
using the trapezoid rule. Limit of  detection was 64 parasites/ml (35).

Total RNA and miR extraction. Whole blood was collected in PAXgene blood RNA tubes and left at 
room temperature for a minimum of  3 hours to ensure complete cell lysis before storage at –20°C. On the 
day of  extraction, PAXgene blood RNA tubes were thawed at room temperature for a minimum of  2 hours. 
Total RNA and miRs were extracted using the PAXgene blood miR kit (Qiagen) according to the manu-
facturer’s instructions. Total RNA samples were eluted in RNAse-free water and stored at –70°C. RNA 
quality was assessed and concentration quantified using the NanoDrop 2000 (Thermo Fisher Scientific); all 
A260/280 ratios were between 1.9 and 2.2.

miR expression using miScript PCR Qiagen Array. The level of  expression of  84 miRs was measured by 
RT-qPCR using the T-Cell and B-Cell Activation miScript PCR Array (Qiagen) according to the manufac-
turer’s instructions. Briefly, total miRs were reverse transcribed using the miScript II RT Kit (Qiagen) from 
500 ng of  total RNA extracted from the PAXgene blood RNA tubes and diluted 1:4 in RNAse-free water. 
miR qPCR was performed with 384-well plate Human T-Cell and B-Cell Activation miScript miRNA PCR 
Arrays (Qiagen) from 100 μl of  diluted template cDNA using QuantiTect SYBR Green PCR mix (Qiagen) 
and an ABI7900HT real-time PCR cycler (Life Technologies) according to the manufacturers’ instructions. 
Cycling conditions were 95°C for 15 minutes (hot-start Taq DNA polymerase activation), 40 cycles at 
95°C for 15 seconds (denaturation), 55°C for 30 seconds (annealing), and 60°C for 30 seconds (extension). 
Relative quantification during infection compared to prior to infection was calculated with the ddCt value 
method (36), using the mean Ct value of  5 selected reference small endogenous RNAs included in the miS-
cript PCR Array which showed minimum variation across samples (SNORD61, SNORD68, SNORD95, 
SNORD96A, and RNU6-2). Fold-change expression values were then normalized to whole-blood lympho-
cyte concentration based on complete blood counts.

miR expression using Taqman microRNA assays. The level of  expression of  miR15a-3p, miR30c-5p, and 
miR30e-5p and the 2 small nuclear RNAs RNU44 and RNU48 as endogenous controls was measured 
from total RNA samples extracted from the PAXgene blood RNA tubes using Taqman microRNA assays 
(Life Technologies). Briefly, 100–300 ng of  RNA was reverse transcribed using the Taqman microRNA 
RT kit (Life Technologies) and a RT primer pool containing all Taqman microRNA assays at 0.2× final 
concentration according to the manufacturer’s instructions. qPCR was then performed from 0.25 μl of  RT 
product using Taqman microRNA assays at 1× final concentration, the Taqman Universal Master Mix II 
No AmpErase UNG (Life Technologies), and an ABI 7900 HT real-time PCR cycler (Applied Biosystems) 
according to the manufacturers’ instructions. Cycling conditions were 95°C for 10 minutes (DNA poly-
merase heat activation), 40 cycles at 95°C for 15 seconds, and 60°C for 1 minute (amplification). Relative 
miR quantification during infection compared to prior to infection was calculated with the ddCt value 
method (36), using the mean Ct value of  RNU44 and RNU48 as a reference (37).

mRNA expression using NanoString. Expression of  135 immune-related genes known to be involved in T 
cell and B cell responses was assessed using a custom 135-plex nCounter custom codeset of  genes involved 
in immune recognition, survival, migration, adhesion, cytokine/chemokine secretion, activation, differen-
tiation, and exhaustion, as reported previously (38). nCounter codeset hybridization was performed as per 
manufacturer’s instructions using 100 ng of  total RNA from the same samples assayed for miR expression 
(above). Samples were processed using the NanoString GEN2 Prep Station and data acquired using the 
nCounter Digital Analyzer (NanoString Technologies). Data were normalized to the mean RPLP0 expres-
sion levels of  24 samples and processed using nSolver (NanoString Technologies) using the recommended 
settings. The highest negative control value for each sample was subtracted from each count of  that sample 
and any values of  zero or less were considered as zero. All genes reported herein were greater than zero. 
The data were Log2 normalized for statistical analysis.
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Ex vivo phenotyping of  lymphocytes from whole blood by flow cytometry. Whole blood collected in lithium heparin 
Vacutainers was lysed and fixed with BD FACS lysing solution (BD Biosciences) and lymphocytes permeabilized 
with BD FACS permeabilizing solution 2 (BD Biosciences) according to the manufacturer’s instructions. Cells 
were then stained with 50 μl of FACS staining buffer (PBS supplemented with 0.5% FCS and 4 mM EDTA) 
containing anti–human CD4-AF488 (BD Biosciences, clone RPA-T4), anti–human CD8-APC-H7 (BD Biosci-
ences, clone SK1), anti–human CD19-PE Cy7 (Biolegend, clone HIB19), anti–human CD69-AF700 (Biolegend, 
clone FN50), anti–human CD38-APC (Biolegend, clone HB7), anti–human Ki67-PerCpCy5.5 (Biolegend, clone 
Ki-67), and 1 μl of human Fc receptor blocking solution (Human TruStain FcX, Biolegend) for 30 minutes at 
room temperature. Cells were washed and resuspended in FACS staining buffer before acquisition on an LSR-
Fortessa 4 instrument (BD Biosciences) using Diva software. FlowJo software version 6.0 was used for gating.

Parasite-specific antibody responses. Parasite-specific antibody titer was measured in triplicate plasma sam-
ples using an ELISA assay against P. falciparum schizont extract. Maxisorp NUNC-immuno 96-well plates 
(Thermo Fisher Scientific) were precoated with 50 μl P. falciparum schizont extract at 1 × 106 parasitized cells/
ml in carbonate buffer (1.59 g/l Na2C03, 2.93 g/l NaHC03, pH 9.6) overnight at 4°C. Plates were washed 
with PBS, blocked with 5% skim milk powder in PBS/0.05% Tween for 2 hours at 37°C, and washed with 
PBS/0.05% Tween. Plasma samples diluted 1:100 in 0.5% skim milk powder in PBS/0.05% Tween were add-
ed at 50 μl per well and plates incubated for 2 hours at 37°C before washing in PBS/0.05% Tween. Secondary 
antibody (HRP-conjugated goat anti-human IgG, Chemicon) diluted 1:5,000 in 0.5% skim milk powder in 
PBS/0.05% Tween was added at 50 μl per well, and plates were incubated for 45 minutes at room tempera-
ture followed by a wash in PBS/0.05% Tween. For merozoite antigen–specific responses, the following anti-
gens were coated at 0.5 μg/ml in 50 μl of  PBS overnight at 4°C: MSP1-42 (42-kDa fragment of  MSP1), a gift 
from Carole Long at the NIH (His-tagged produced in E. coli) (39); MSP2 (3D7 allele, full length, produced in 
E. coli), a gift from Robin Anders, LaTrobe University, Melbourne, Victoria, Australia (40); MSP3 (expressed 
in E. coli as previously described (41); MSP4 and MSP5 (3D7, expressed in E. coli), a gift from Ross Coppel 
at Monash University, Melbourne, Victoria, Australia (42, 43); and MSP6 generated as previously described 
(44). Plates were washed with PBS/0.05% Tween, blocked for 2 hours in 1% casein/PBS, and then incu-
bated with 50 μl of  plasma sample in duplicate diluted 1:100 in 0.1% casein/PBS for 2 hours. For total IgG, 
antibodies were detected with anti–human total IgG-HRP conjugated (Zymed) at 1:2,000 dilution in 0.1% 
casein. For IgM and IgG subclass responses, secondary antibodies (IgM clone HP6083, IgG1 clone HP6069, 
IgG2 clone HP6002, IgG3 clone HP6050 [all from Thermo Fisher Scientific], and IgG4 clone HP6025 from 
Sigma-Aldrich) were diluted 1:2,000 in 0.1% casein/PBS, incubated for 1 hour, washed, and detected with 
goat anti-mouse-HRP (Chemicon) at 1:2,000 in 0.1% casein/PBS. For all ELISAs, development was per-
formed using the TMB substrate solution (Sigma-Aldrich) and the Stop reagent for TMB substrate solution 
(Sigma-Aldrich), or hydrochloric acid according to the manufacturer’s instructions. Reaction was stopped 
after approximately 5 minutes and absorbance immediately measured at 450 nm using VersaMax tunable 
microplate reader (Molecular Devices). Antibody titers were measured as the average absorbance of  sample 
wells, with the absorbance of  blank wells (no plasma sample added) subtracted.

Statistics. Statistical analyses were performed using GraphPad Prism Software, version 6. Normality was 
assessed using D’Agostino and Pearson Omnibus normality test and showed that most datasets were not 
normally distributed. Therefore, paired datasets were compared using the nonparametric Wilcoxon test, while 
unpaired datasets were compared using the nonparametric Mann-Whitney test. P values less than 0.05 were 
considered significant and 2-tailed analyses were performed. Correlation between miR expression and para-
site burden was assessed using Pearson’s correlation test. All other correlations were assessed using the Spear-
man’s rank correlation coefficient test.

Study approval. Experimental infection of  malaria-naive healthy volunteers was undertaken at 
QPharm Pty Ltd. (Brisbane, Australia); (clinical trial numbers: NCT02453581, NCT02453581, 
ACTRN12613000565741) with written informed consent under protocols approved of  the QIMR Berg-
hofer Medical Research Institute Human Research Ethics Committee (QIMRB-HREC).
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